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ABSTRACT

Algorithms for finding dense regions in an input graph have
proved to be effective tools in graph mining and data anal-
ysis. Recently, Tatti and Gionis [WWW 2015] presented a
novel graph decomposition (known as the locally-dense de-
composition) that is similar to the well-known k-core decom-
position, with the additional property that its components
are arranged in order of their densities. Such a decompo-
sition provides a valuable tool in graph mining. Unfortu-
nately, their algorithm for computing the exact decomposi-
tion is based on a maximum-flow algorithm which cannot
scale to massive graphs, while the approximate decomposi-
tion defined by the same authors misses several interesting
properties. This calls for scalable algorithms for computing
such a decomposition. In our work, we devise an efficient
algorithm which is able to compute exact locally-dense de-
compositions in real-world graphs containing up to billions
of edges. Moreover, we provide a new definition of approxi-
mate locally-dense decomposition which retains most of the
properties of an exact decomposition, for which we devise an
algorithm that can scale to real-world graphs containing up
to tens of billions of edges. Our algorithm is based on the
classic Frank-Wolfe algorithm which is similar to gradient
descent and can be efficiently implemented in most of the
modern architectures dealing with massive graphs. We pro-
vide a rigorous study of our algorithms and their convergence
rates. We conduct an extensive experimental evaluation on
multi-core architectures showing that our algorithms con-
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verge much faster in practice than their worst-case analysis.
Our algorithm is even more efficient for the more specialized
problem of computing a densest subgraph.

1. INTRODUCTION

Algorithms for finding dense regions in an input graph
have proved to be valuable tools in graph mining with ap-
plications in biology [20], finance [16], web mining [21], as
well as real-time story identification [3]. On the other hand,
the well-known k-core decomposition stands out for its sim-
plicity and its ability to unravel the structural organization
of a graph. It has been successfully applied in many con-
texts such as speeding up algorithms |19} |33], finding best
spreaders (27|, drawing large graphs [2|, bioinformatics [5],
analyzing human brains [23] and team formation [10].

Recently, Tatti and Gionis [38] proposed a novel graph
decomposition, known as the locally-dense graph decomposi-
tion. Such a decomposition boasts similar properties to the
k-core decomposition with the additional property that its
components are nested into one another, with inner compo-
nents having larger density than outer ones. Moreover, the
locally-dense decomposition contains all the so-called locally-
dense subgraphs of the input graph. The locally-dense graph
decomposition provides a valuable tool in graph mining.

Unfortunately, their algorithm for computing the exact
decomposition does not scale to massive graphs, while the
approximate decomposition defined by the same authors may
not contain any non-trivial locally-dense subgraph.

In our work, we devise an efficient algorithm for comput-
ing exact locally-dense decompositions in massive graphs.
Our main algorithm is based on a variant of the classic
Frank-Wolfe algorithm that is similar to gradient descent
and can be efficiently implemented in most of the modern
architectures dealing with massive graphs. We provide a rig-
orous worst-case analysis of its convergence rate. We give a
different definition of approximate decomposition than the
one given in [3§]. Our notion of approximation is stronger
in the sense that it computes a non-trivial subset of all
locally-dense subgraphs, while locally-dense subgraphs with
very different densities will still be distinguished. We de-
vise an efficient algorithm for computing an approximate
graph decomposition that, for any € > 0, computes a (1+¢)-
approximation of the exact decomposition.

We conduct experimental evaluations on real-world graphs
containing up to 25 billion edges, for which our main algo-
rithm exhibits faster convergence rate than the worst-case
analysis. In our experiments, we focus on multi-core archi-



tectures. However, our main algorithm can be efficiently im-
plemented in other well known architectures such as MapRe-
duce and Spark thanks to its simplicity and its fast rate of
convergence on real-world graphs. Our work illustrates the
potential of the Frank-Wolfe algorithm in large scale graph
mining, which perhaps has not been fully exploited, yet.

Related work. Our paper is related to previous work on
graph decompositions as well as finding dense subgraphs.
We review some representative work on these two topics.

In addition to the k-core decomposition, other decompo-
sitions have been studied. The truss decomposition |13, 41|
can be seen as a generalization of the core decomposition to
triangles, since a k-truss is defined as a subgraph in which
each edge is contained in at least (k—2) triangles. The mod-
ular decomposition |14] is a decomposition of a graph into
a hierarchy of subsets of vertices called modules. A module
is defined in the following way: X is a module if, for each
vertex v ¢ X, either every member of X is a non-neighbor
of v or every member of X is a neighbor of v. The nucleus
decomposition [35] is a decomposition of a graph into a hi-
erarchy of dense subgraphs. It is worth to mention the work
in [24} [25], which shows an interesting connection between
load balancing and the density-friendly decomposition.

Dense subgraphs detection has been widely studied [29].
Such a problem aims at finding a subgraph of a given in-
put graph that maximizes some notion of density. The most
common density notion employed in the literature is the av-
erage degree. Due to its popularity, the corresponding prob-
lem of finding a subgraph that maximizes the average de-
gree has been commonly referred to as the densest-subgraph
problem. The densest subgraph can be identified in polyno-
mial time by solving a parametric maxflow problem [22],
while a simple greedy algorithm based on k-core decompo-
sition produces a %—approximation in linear time [12]. The
densest-subgraph problem has also been studied in stream-
ing and dynamic graphs [6} |18} |8]. Other notions of density
have also been investigated such as the minimum degree den-
sity [37] or density based on the number of triangles [42} [34]
which can be solved in polynomial time. Other definition of
density leading to NP-hard problems have also been investi-
gated such as [4] |31] where an upper bound on the number
of nodes in the graph is enforced as well as quasi-clique de-
tection (1} [39].

The rest of the paper is organized as follows. In Section
we introduce the notations, definitions and basic theorems
necessary for the understanding of our work. In Section
we present our algorithms for the computation of the exact
locally-dense decomposition as well as its approximation. In
Section we present our theoretical analysis of the problems
and of our algorithms. We then evaluate the performances
of our algorithms against the state of the art in Section

2. PRELIMINARIES

We consider a weighted undirected graph G = (Vi, E¢, w),

where w : Eq — RT is a weight function on the edges of G.
We denote by n and m the number of nodes and edges, re-
spectively. We allow G to contain self-loops, i.e., there might
be an edge consisting of one single node. We interpret each
edge e € E¢ as a subset e C Vg of nodes. For ease of expo-
sition, in this paper, we concentrate on the case that each
edge e contains at most 2 nodes, but our approach can be
readily generalized to hypergraphs (with arbitrary edge car-

dinality). The density of a subgraph H = (Vi, En) in G is
defined as pg(H) = w‘(‘iﬁ), where w(FEg) is the sum of the
weights of the edges with all nodes in Fg. A subgraph H
of G is a densest subgraph if and only if H has maximum
density among all subgraphs of G. Observe that a densest
subgraph is a subgraph induced by some subset of nodes.

For a non-empty S C Vg, we define the induced subgraph
G[S] := (S,Eq(S),w) by S in G, where Eg(S) := {e €
Eq : e C S} is the set of edges in G contained in S. For
convenience of notation, given a set of nodes S C V we
define pi(.S) to be the density of the graph G[S]. A set S is
called a densest subset in G if it induces a densest subgraph
in G. We shall drop the subscripts G and H when the graph
in question are clear from the context. The following fact
is standard for normal graphs, and a proof for hypergraphs
can be readily generalized by |7, Lemma 4.1].

Fact 2.1 The maximal densest subgraph of G is unique and
contains all densest subgraphs of G.

The definition of quotient graph is instrumental in the
definition of our graph decomposition.

Definition 2.2 (Quotient Graph) Given a weighted undi-
rected graph G = (V, E,w), and a subset B C V', the quotient
graph of G with respect to B is a graph G\ B = (IA/,E, W),
which is defined as follows.

e V:=V\B.

o [ = {eﬂ‘7 te € E,el’ﬂ7 # 0}, i.e., every edge e € E

not contained in B contributes towards E.
o Fore e E,W(e') =3 cpo_cnp w(e).

For ease of presentation, we give an alternative construc-
tive definition for the locally-dense decomposition as follows.

Definition 2.3 (Diminishingly-Dense Decomposition)
Given a weighted undirected graph G = (V, E,w), we de-
fine the diminishingly-dense decomposition B of G as the
sequence ) = By C B1 € B> C -+ C By, = V as follows.
Initially, we set By := (0 and Go := G.

For i > 1, if Bi—1 = V, the decomposition is fully de-
fined. Otherwise, let G; :== Gi—1\ Bi—1 = (Vi, E;, w;) be the
quotient graph of G;_1 with respect to B;_1. Let S; be the
mazimal densest subset in G; (with respect to weight w; and
the corresponding density p;). We define B; :== B;_1 U S;.

For each i = 1,...,k, we denote r; = p;(S;). Moreover,
we define the maximal density vector r¢ € RY such that if
u € S;, then rG(u) =7

The motivation for the name of the decomposition is given
by Lemma and Similarly we refer to the reverse
of the sequence By, Bi_1,...,Bo as the increasingly-dense
decomposition. We shall see in Section[2-1]that Definition[2.3
is equivalent to the locally-dense decomposition given in [38].
The main problem in this paper is as follows.

Problem Definition (Diminishingly-Dense Decomposition
Problem). Given a graph G = (V, E, w), find its diminishingly-
dense decomposition ) = Bo C B1 S B2 C---C B, =V.

In addition to finding the exact decomposition, we also
consider approximate diminishingly-dense decomposition. To
describe the approximate version formally, we use the notion
additional density [38].



Definition 2.4 (Additional Density) Given subsetsT and

non-empty S such that S is not contained in T, the addi-

tional densitgﬂ of S with respect to T is defined as
PSIT) 1= #EETREE.

Definition 2.5 (Approximate Decomposition) Given a
graph G = (V, E,w), suppose ) = By C B1 C Ba C -+ C
By =V is the diminishingly-dense decomposition of G. Then,
for € > 0, a chain of subsets 0 = Cy C C1 C Co C -+ C
C, =V, where |l < k, is an e-approximate diminishingly-
dense decomposition, if the following holds.

1. {C;} is a subsequence of {B;}, and

2. for each 1 < i < I, for all T such that C;—1 C T,

p(T|Ci1) < (1 +¢€) - p(Ci|Ciz1).

Observing the following fact, one can show that the only
0-approximate decomposition is exactly the diminishingly-
dense decomposition.

Fact 2.6 (Relating Additional Densities) Suppose the
quotient graph G\ B = (YA/, E, W) has the corresponding den-
sity function p. Then, for disjoint subsets X and Y of ‘7,
we have p(X|BUY) = p(X|Y).

2.1 Properties of Decompositions

An important property of the decomposition in Defini-
tion [2.3] is that the additional densities along the chain is
strictly decreasing.

Lemma 2.7 (Diminishing Additional Densities) In the
diminishingly-dense decomposition in Definition[2.3, if B; C
V, then r; > 1it1.

PROOF. Suppose on the contrary r; < r;41, i.e., there ex-
ists a non-empty subset X C V;41 such that pi+1(X) = 7ri4+1.
Recall that S; is the maximal densest subset in G;. Sup-
pose we now consider the density of S; U X in G;. Observe
that the additional contribution of edge weights due to X is
pi+1(X) - | X|. Hence, we have w;(S; UX) = r; - |S;| + riy1 -
|X| > r;-|S; UX|. Therefore, p;(S; UX) > r;, contradicting
the maximality of S;. [

Lemma [2.8]| shows that the diminishingly-dense decompo-
sition consists of nested subgraphs with outer subgraph hav-
ing lower densities than inner subgraphs.

Lemma 2.8 (Diminishing Densities) In the diminishingly-

dense decomposition in Definition[2.3, if B; C V, then
p(Bi) > p(Bit1).
j=i—1

) |Bj+1\Bjl

PROOF. We have p(B;) = B CTig1 > Titd,

j=0
where the latter inequality follows from the fact that p(B;)
can be expressed as a weighted average of quantities all
strictly larger than r;41. On the other hand, p(Bi+1) =

p(B'i)"Bilrgfii“‘Bi+l\Bi‘ < p(Bi) (as riy1 < p(B:)). O

We next show that our graph decomposition in Defini-
tion [2:3]is equivalent to the locally-dense decomposition de-
fined in [38].

n [38], they use d(S,T) to denote p(S|T).

Definition 2.9 (Locally Dense Subset) A non-empty
W CV is locally dense if for all X C W and non-empty Y
disjoint from W, p(X|W \ X) > p(Y|W).

It is shown in [3§] that for any two locally dense S and
T, then either S C T or T C S. The same proof gener-
alizes readily to hypergraphs. Therefore, the locally-dense
decomposition can be defined as follows.

Definition 2.10 Given a graph G, its locally-dense decom-
position is the (unique) mazimal chain of locally dense sub-
sets: B1 C Bo C---C B, =V.

The purpose of the following lemmas is to show that the
diminishingly-dense decomposition gives a maximal chain
of locally dense subsets, which must also be the (unique)
locally-dense decomposition. The proofs repeatedly apply
the definition of additional density. Because of limited space,
the proof of Lemma [2.11]is omitted.

Lemma 2.11 (Diminishingly-Dense Decomposition is
Locally Dense) Each B; in the diminishingly-dense decom-
position is locally dense.

Lemma 2.12 (The Diminishingly-Dense Decomposi-
tion is a Maximal Locally-Dense Chain) In the
diminishingly-dense decomposition, for all B; C X C Bjt1,
the subset X is not locally dense.

PROOF. Suppose the contrary is true. Then, consider the
non-empty sets S = X \ Bi € Siy1 and YV = By \
X C Sit1. We next consider the weight of the edges E’
in G;4+1 that are totally contained in S;11. Then, we have
wi+1(E") = pit1 - |Sit1|. We partition E’ into E; and Es,
where F, is the set of edges totally contained in S and
E>:=E'\ E1.

We have wiy1(E1) = piy1(S) - |S| = p(S|B;) - |S|, where
the last equality follows from Fact

On the other hand, wiy1(E2) = p(Y|X) - [Y|. Hence, it
follows that p(S|B;) - |S| + p(Y|X) - |Y| = pit1 - (|S| +|Y]).
Since S;+1 is the maximal densest subset in Git1, it follows
that p(S|B;) < ri+1, which implies that p(Y|X) > riy1.

Therefore, we have p(S|X\S) = p(S|B:) < p(Y|X), which
means X is not locally dense. []

Corollary 2.13 (Equivalence of Decompositions) The
diminishingly-dense decomposition is equivalent to the locally-
dense decomposition. Hence, from mow on, we simply refer
to either notion as the (exact) decomposition.

3. ALGORITHMS

The main idea of our algorithms is to compute (or ap-
proximate) the maximal density vector r¢ in Definition
from which the decomposition can be recovered by sorting
the nodes in non-increasing order on the coordinates of r©.
Auxiliary Vector. We give a useful view on the density
vector. We can imagine that each edge e € E distributes its
weight we among the nodes contained in e. This can be cap-
tured by an auxiliary vector a in D(G) :={a € R%EEE I,
Ve€ E,Y, c. @y = we}, and in particular, of, is the weight
received by node u from edge e. Indeed, our algorithms
maintain such an auxiliary vector and enforce the follow-
ing invariant relating the density vector r € RY with the
auxiliary vector in a € D(G).



Invariant Pair. We say that (r € RY,a € D(G)) is an
invariant pair, if for all w € V, r(u) = 3, c pruce @

We give our subroutines and their intuition in this section.
Their analysis will be given in Section [

3.1 Frank-Wolfe Based Algorithm

The intuition is that in a densest subset S in graph G, it
is possible for each edge e € E(S) to distribute its weight
among its own nodes such that the total weight received
by each node in S is exactly the density p(S) = %
Moreover, in calculating the density of S, edges that are cut
by S do not contribute their weights to any node in S.

This suggests a general framework for an iterative algo-
rithm, which maintains the invariant between the density
vector € RY and the auxiliary vector a € D(G). In each
iteration of Algorithm [I] each edge e € E attempts to dis-
tribute its weight we towards a node z € e whose current
density r(x) is minimum among the nodes in e. The algo-
rithm is highly parallelizable over work performed per edge
and per node.

Algorithm 1 Frank-Wolfe Based Algorithm

1: function FRANK-WOLFE(G = (V, E,w), T € Z)
2: for each e = uv in F in parallel do
. 05 © ag©) ¢ we

3
4 for each u € V in parallel do

5 O (u) « Y ecEuce at©

6: for each iterationt =1,...,7 do
T Ve 25

8 for each e in FE in parallel do
9: T 4 arg mingee r(t*)(v)
10: for each u € e do

11: Qy, + We, if u =z and 0 otherwise.
12: D (1—v) a Y4y -a

13: for each v € V in parallel do

14: r®(u) Y ecEuce at®

15: return (o9, r®)

In Section [ we will show that Algorithm [I] is in fact
a variant of the Frank-Wolfe algorithm described in [26],
which converges to an optimum solution of a carefully de-
fined constrained convex program. We will show that in an
optimal solution, the density vector must be the maximal
density vector 7 in Definition However, the iterative
algorithm might produce solutions that approach an optimal
solution without ever exactly attaining it. Hence, we need
other subroutines to recover the exact or an approximate
decomposition when the current solution is “good” enough.

3.2 Tentative Graph Decomposition

Even though we derive theoretical convergence rates in
Section [4] in practice various heuristics can help us to re-
cover the decomposition faster. Our heuristic consists of
computing a tentative decomposition starting from the den-
sity vector r € RK produced by the Frank-Wolfe based algo-
rithm. The quality of such a decomposition is then verified
in Sections [3.3] and [3:4] Such a tentative decomposition is
computed as follows.

We first sort the nodes according to the density vector r:
r(u1) > r(u2) > -+ > r(un). For each 1 < 4 < n, define
Yi = ZeEE:i:maX{j:ujee} We, i.e., the sum of the weights of

edges that contain u; as the node with the largest index. As
observed in [11], the PAVA algorithm can be employed to
compute a solution for the following problem.

For each 1 < j < n, compute the maximum m(j) > j such
that ﬁ ZZZ ; Yk is maximized. The PAVA algorithm

requires O(n) time [40] in total. The m(j)’s computed by
PAVA define a partition [p1, p2 — 1], [p2,p3 — 1], ..., [P1, Pi+1]
of [1,n], where p1 = 1, pi41 = n, while pj41—1 = m(p;). Let
S; be the set containing all nodes us with s € [p;, pj+1 — 1],
j =1,...,1. From the partition (S1,S52,...,S5:), for each
1 < j <1, a candidate subset Ez = U;-:lSj can be formed
to be verified in the next step. We refer to this subroutine
as TRYDECOMPOSE(G = (V, E,w),r € RY).

3.3 Verification of the Graph Decomposition

We next give a subroutine that verifies whether a candi-
date subset B appears in the chain of the exact decompo-
sition of the given graph G. Our subroutine is based on a
characterization in terms of stable subsets defined as follows.

Definition 3.1 (Stable Subset) A non-empty subset B C
V is stable with respect to the invariant pair (r € RY, a €
D(Q)), if the following conditions hold.
(a) For allu € B andv ¢ B, r(u) > r(v).
(b) For all e € E such that e intersects both B and V '\ B,
a;, =0,Yu € en B.

In Lemma [£.17] of Section [4] we prove that if B is stable
with respect to some pair (r, «), then B appears in the chain
of the exact decomposition. This allows us to design the ver-
ification subroutine illustrated in Algorithm [2} Then, given
a sequence By C Bs,...,C B; we can obtain a subsequence
of the exact decomposition as follows. Starting from B; we
verify by means of Algorithm 2] whether such a subset is sta-
ble. If this is the case, B; is included in the subsequence,
while for each edge e = wv with w in By and v in V' \ By,
we set ai, = 0 and af = w.. Otherwise, B; is not included
in the subsequence. We iterate those steps for the rest of
the B;’s while processing them in the order given by the
sequence. We denote this subroutine by EXTRACTSTABLE-
SUBSETS(G, Bi, ..., B, a).

Algorithm 2 Verify Stable Subsets
1: function ISSTABLE(G = (V, E,w), BCV, a € D(G))
a+—a
for all e = uv such that u € B,v € V' \ B do
a;, + 0, ag + we
for all w € V do
?(u) - EeEE:uGe ai
if Vu € B,v € V \ B,7(u) > 7(v) then
return SUCCESS
return FAIL

3.4 Estimating the Decomposition Error

Given a graph decomposition Bi, ..., B;, where each of
the B;’s is a stable subset, we develop an algorithm for
computing an upper bound on the error of the decompo-
sition (with respect to the exact decomposition), as defined
in Definition Given a graph G = (V, E,w) and an in-
variant pair (r € RY,a € D(G)), Fact states that the
maximum coordinate rmax := max,ep,\B, , () gives an



upper bound on the densest subgraph in G \ B;—1. This
suggests the following subroutine. For each B;, i = 1,...,1
let 7i"** be the maximum value in {r(v)|lv € B; \ Bi—1}.

The maximum value i —lamongalli=1,...,1

PG\B:_l(Bi)
gives then an upper bound on the error of the approximate
decomposition. We refer to this subroutine as ESTIMATEER-
ROR(GV7 Bi,...,Bi,r e R+).

Such a subroutine is used as stopping condition to de-
termine whether the current decomposition satisfies the re-
quired approximation guarantee.

3.5 Approximate and Exact Decomposition

We now have all the ingredients to compute both an ap-
proximate and an exact graph decomposition. The algo-
rithm for computing an approximate decomposition receives
in input a parameter ¢ > 0 specifying the required ap-
proximation guarantee. Our Frank-Wolfe based algorithm
(Algorithm is then executed for T iterations, where T
is specified in input. Then in turn TRYDECOMPOSE and
EXTRACTSTABLESUBSETS are executed, so as to compute a
graph decomposition of the input graph. The error of the
approximate decomposition is then evaluated by means of
ESTIMATEERROR. If such an error is small enough the algo-
rithm terminates, otherwise, the previous steps are iterated
until the required approximation guarantee is obtained. An
exact decomposition can then be obtained by running the
maximum flow algorithm presented in [38] in parallel for
each locally dense subgraph in the approximate decomposi-
tion ﬂ We observe that the former steps are crucial when
computing an exact decomposition, in that, they allow a
parallel computation of the maximum flow algorithm on rel-
atively small subgraphs of the input graph. A pseudocode
of our algorithm is shown in Algorithm

Algorithm 3 Approximate/Exact Decomposition
1: Input: G = (V,E,w),e e Ry, T € Z4
2: Output: The exact/approximate decomposition of G
3: repeat
4 (a,r) < FRANK-WOLFE(G,T)
5: B + TRYDECOMPOSE (G, )
6: B <+ EXTRACTSTABLESUBSETS (G, B, 1, @)
7.
8
9
0

: 4 + ESTIMATEERROR (G, B, )
:until § > ¢
: if the exact decomposition is required then
B « further decomposition of B by running the max.
flow algorithm in [38] in parallel for each set B;+1 \ B;.

11: return B

—_

4. ANALYSIS

We analyze the subroutines given in Section [3| and prove
their correctness. Our invariant pair (r,a), where r € RK
and a € D(G) = {a € R%ee’z I ve e E,Y e O = we},
is inspired from the Charikar’s LP relaxation for densest
subgraphs [12].

2More precisely, the maximum flow algorithm proposed
in [38] must be adapted so as to deal with self-loops, which
does not pose any particular issue.

LP(G) max Z WeTLe

ecE
S.t. Te < Yu, Yu € e
> =1
ueV
Te,Yu > 0, YueViee B
The dual of LP(G) can be formulated as
DP(G) min P
s.t. p> Z asg, Yu eV
e:uce
Zai > we, Veec E
uece
Qg >0, Yu€ee€eFE

Then, LP duality gives the following fact.

Fact 4.1 Suppose (r,a) is an invariant pair for the graph
G = (V, E,w). Then, the mazimum coordinate of r gives an
upper bound of the mazximum density of a subset in V.

Convex Program. The intuition of our subroutines is that
each edge e € E tries to distribute its weight among the
nodes it contains such that the total weights received by the
nodes are as even as possible. This suggests that we consider
the objective function Qa () := >,y r(u)?, where (r,a)
is an invariant pair, i.e., 7(u) = > p.,co @u- Define the
convex program CP(G) := min{Q¢(a) : @ € D(G)}.

We analyze the correctness and the convergence rate of

our algorithms in Section [3] by showing the following.

1. If « € D(G) is an optimum solution for CP(G), then
the density vector » € RY induced from the invariant
is exactly the maximal density vector ¢ from Defini-
tion 231

2. Our iterative Algorithm [I] is essentially the variant
of Frank-Wolfe algorithm described in [26] applied to
CP(@). Hence, theoretical convergence rates can read-
ily be deduced.

3. Stable subsets correspond to subsets that appear in
the exact decomposition.

4.1 Properties of an Optimal Solution of cP(G)

The collection of the level sets of a vector r € RV is defined
as {S, : Ju € V,r(u) = p}, where each level set is S, := {u €
Vir(u) > p}.

Lemma 4.2 (Stable Level Sets) Suppose an optimal so-
lution a of CP(G) induces the density vector r € RY. wvia the
invariant. Then, each level set of r is stable with respect
to a.

PrOOF. It suffices to prove that if there exists u,v € e €
E such that r(u) > r(v), then af = 0. Otherwise, there
exists € > 0 such that we could decrease a, by € and increase
a; by € to strictly decrease the objective function. [

Lemma 4.3 (Uniform Stable Subset) Suppose that a
non-empty S C V is stable with respect to some a € D(G).
Suppose further that there is some value p € R such that for



allu € S, r*(u) = p. Then, S is the mazimal densest subset
in G and has density p.

ProOOF. Under the feasible dual «, the nodes in S receive
the maximum r¢ values, since S is stable. Hence, by defini-
tion of DP(G), the objective value of « is p.

Moreover, since S is stable, the weight r* received by
nodes in S all comes from edges in E(S). Therefore, it
follows that the density p(S) = % = p. Since the
subset S corresponds to a feasible primal solution in LP(G)
with objective value p(S) = p, it follows that p is the optimal
value for both LP(G) and DP(G). Hence, S is a densest
subset in GG, and it suffices to prove that it is the maximal
densest subset.

Suppose there exists a non-empty B disjoint from S such
that S U B is also a densest subset. Consider the quotient
graph G:=0G \ S with density p. Since p(S U B) = p, we
have p(B|S) = p(B) = p. This means LP(G) has a feasible
solution with objective value at least p.

On the other hand, since S is stable with respect to «, all
edges that intersect both S and V' \ S have all their weights
distributed to V' \ S. Hence, @ € D(G) naturally induces

& € D(G) such that for all w € V \ S, r*(u) = r%(u) < p.
This means DP(G) has a feasible dual with objective value
strictly less than p. This contradicts weak duality, and hence
we conclude that S must be the maximal densest subset

inG. O

Lemmas [.2] and 3] imply that an optimal solution «
induces a density vector r whose level set corresponding to
the maximum coordinate is the maximal densest subset in G.
By an induction argument that applies Lemmas and
repeatedly to the sequence of quotient graphs, we can obtain
the following corollary.

Corollary 4.4 (Exact Decomposition) Suppose an op-
timal solution o of CP(G) induces the density vector r € RY
via the invariant. Then, the level sets of r give the exact de-
composition of G, and r_agrees with the local-mazimal den-
sities ¢ in Definition .

4.2 Frank-Wolfe Algorithm

We summarize the Frank-Wolfe algorithm described in [26],
which solves a convex program min Q(«) subject to « € D,
where @ is twice differentiable and D is a compact convex
set in some Euclidean space. The algorithm is an iterative
method similar to gradient descent, where we denote V(@ as
the gradient of Q.

Algorithm 4 Frank-Wolfe Algorithm on function @ and
feasible set D
1: function FRANK-WOLFE(Q,D)
2:  Set initial o'®) € D arbitrarily.
for each iteration t =1,...,7T do
Yt ,5%2
a + argmingep (o, VQ(a™D))
a® (1 —my) D4y -a
return o

The following lemma shows that our iterative Algorithm
is actually a realization of Algorithm []applied to our objec-
tive function Q¢ and feasible set D(G).

Lemma 4.5 Lines (&) to of Algorithm |1l tmplement
line @) in Algorithm |4}

PROOF. Line (5)) in Algorithmsolves the following prob-
lem. Given a € D(G), find & € D to minimize (&, VQ(«)) =
2 ecE Duce @ - T(u), where r € RY is induced by «a via
the invariant.

We can consider each edge e € E independently because
the feasible set D(G) places a constraint ) ., @ = we on
each edge e € E. Hence, to minimize ) . a7 - r(u), edge
e should distribute its weight we entirely to a vertex = € e
having minimum r(z). This is achieved precisely by lines

to of Algorithm[]] O

4.3 Rate of Convergence

After establishing that Algorithm [I]|is a realization of Al-
gorithm [4] in Lemma [4.5] we can use previous convergence
analysis of the Frank-Wolfe algorithm [26].

The convergence rate of Algorithm[d]can be described by a
constant Cq := Diam (D)’ sup,cp ||V’ Q(a)||2, where V?Q
is the Hessian and || - ||2 is the spectral norm of a matrix.

Theorem 4.6 (Convergence Rate of Frank-Wolfe |26])
Suppose «* € D is an optimal solution. Then, for allt > 1,

Q(a") - Q(a") < 2.

Lemmas and are the results of some straightfor-
ward computation that we omit here.

Lemma 4.7 (Bounding Cg) For a graph G = (V,E,w)
with mazimum node degree A (where the degree of a nmode
is the number of edges that contain it), we have the corre-
sponding Cqe <203 w?.

Lemma 4.8 (Error in r implies Error in Q) Suppose
a € D induces 7 such that € := ||r — r*||2, where r* := r% is

induced by an optimal o*. Then, Q(a) — Q(a*) > €.

The following corollary concludes the proof of the rate of
convergence of Algorithm

Corollary 4.9 (Convergence of Parallel Algorithm.)
Suppose A is the mazimum degree of a node in G. In Algo-

2
rithm fort > zmzzinge’ we have ||7"(’5> — %2 <e.

4.4 Characterization of Locally-Dense Subsets

The following Lemma [4.10 (statement a) is needed to es-
tablish the correctness of ESTIMATEERROR in Section |3.4]
while Lemma [£.11] proves the correctness of EXTRACTSTA-
BLESUBSETS in Section 3.3}

Lemma 4.10 Suppose o € D(G) is a feasible solution to
CP(G). Then, the density vector < satisfies the following:
(a) max,ey r*(u) > max,ey 7° (u).
(b) minyey 7 (u) < mingey ¢ (w).

PRrROOF. We have that max,cv rG(u) = r1. From the fact
that 3 ro(w) 5 @(B1) _

uw€B1 |Bi] = |Bi]
PR . G _ r(u)
Similarly, minuey r™(u) = rr and 32, cy\p, | B

r1, statement (a) follows.

@(Ey)

W\B.—;] = "'k, from which statement (b) follows. [



| networks | source | n | m |
LiveJournal 130] 4,036,538 34,681,189
Wikipedia | [32] | 2,080,370 42,336,692
Orkut [30] 3,072,627 117,185,083
Twitter 128] 52,579,683 1,614,106,500
Friendster [30] 124,836,180 1,806,067,135
gsh-2015 (9] 988,490,691 | 25,690,705,119

Table 1: Our set of large graphs.

Lemma 4.11 (Stable Subset is Locally-Dense) Suppose
non-empty B C V s stable with respect to some feasible
a € D(G). Then, B is locally-dense in G, i.e., B is one of
the subsets in the diminishingly-dense decomposition.

PROOF. Suppose that a subset B is stable with respect
to some a € D(G). Because of Corollary it suffices to
prove that for all u € B and v ¢ B, r(u) > r%(v).

Define the induced subgraph G := G[B] and the quotient
graph G2 := G\ B. Since B is stable with respect to a, «
naturally induces a1 € D(G1) and a2 € D(G2), and we have
for all w € B and v ¢ B, ' (u) > r*%(v).

Suppose ai € D(G1) and a3 € D(G2) are optimal solu-
tions for CP(G1) and CP(G?2), respectively. By Lemma[£.10]
for all w € B, 1 (u) > minyepr® (z), and for all v ¢
B, max,¢pr°%(x) > 7°2(v), which implies that L (u) >
o2 (v).

Therefore, ] and a5 can be naturally combined to give
an optimal solution o* € D(G) for CP(G). Hence, we have
for all u € B and v ¢ B, 7% (u) > 7% (v), as required. [

S. EXPERIMENTS

In our experimental evaluation, we consider six large real-
world graphs containing up to 25 billion edges. Table [I]
reports for each such a graph the statistics and the source
from which the graph has been obtained. In all cases, di-
rectionality is ignored. We implemented our algorithms in
C++, while employing openMP [15] for multi—threadinﬂ
For computing the maximum flow, we use the implemen-
tation of the Boykov-Kolmogorov available in the boost li-
brary [36] (as in [38]). This is done after our algorithm par-
titions the input graph in “sufficiently small” stable subsets.
The maximum flow algorithm can then be run in parallel
on each such stable subsets. We evaluate our algorithms
against the algorithm developed in [38|, while using their
C++ implementation available on the web page of the au-
thors. All codes are compiled using the -O3 optimization
level. The experiments are carried out on a linux machine
being equipped with 2 processors Intel Xeon CPU E5-2660
@ 2.60 GHz with 10 cores split in 2 threads each (a total of
40 threads), as well as 64G of RAM DDR4 2133 MHz. Un-
less otherwise specified, we employ 10 threads for running
our Frank-Wolfe-based algorithm. In our experiments, we
consider the asynchronous version of the Frank-Wolfe algo-
rithm (where the a’s can be modifed in any arbitrary order)
which turns out to be more efficient in practice than the syn-
chronous version. The fact that asynchronous versions are in
practice more efficient than synchronous versions has been
investigated for other related problems such as Belief Prop-

30ur code is publicly available at
https://github.com/maxdan94/Density-Friendly.

agation |17]. We defer to future work a theoretical analysis
of this fact for our problem.

For the largest network gsh-2015, we use another machine
with very similar specifications. The only difference is that
such a machine is equipped with 512G of RAM so that such
a large graph can fit into main memory. Our goal in this case
is to study the convergence of the algorithm and in particular
the number of iterations required for our Frank-Wolfe-based
algorithm to converge when such a large graph is considered.
We defer to future work an evaluation of our algorithm when
the input graph does not fit into main memory.

5.1 Rate of Convergence

We start by studying the rate of convergence of our Frank-
Wolfe-based algorithm (Algorithm. In particular, we com-
pare the rate of convergence of the algorithm on real-world
graphs with the worst-case analysis provided in Corollary .0}
This is illustrated in Figure[l] (left). Such a figure shows for
each iteration ¢ the Lo norm of the difference between the
maximal density vector r® (computed at the end of Algo-
rithm (3| (exact version)) and the vector r™ computed at
iteration t. Different datasets are depicted with different
colors. Dashed lines represent the upper bound on the num-
ber of iterations provided in Corollary while solid lines
refer to the actual experiments on real-world graphs. Note
that for gsh-2015 we only show the dashed lines as the exact
decomposition could not be obtained for this graph.

We observe that our Frank-Wolfe-based algorithm con-
verges much faster than its worst-case analysis. In the next
sections, we show that the exact decomposition can already
be obtained after approximately 500 iterations.

5.2 Approximate Decomposition

We evaluate the error in the approximate decomposition
computed by our algorithm as a function of the number of
iterations. As the exact decomposition is not known by our
algorithm, we estimate the error in the approximate decom-
position by means of ESTIMATEERROR in Section Fig-
ure (middle) illustrates this upper bound on the error €, as
defined in Definition [2.5] as a function of the number of iter-
ations. As we can compute the exact decompositions for all
our datasets except gsh-2015, it is possible for those datasets
to measure the actual error on the decomposition as a func-
tion of the number of iterations, which is shown in Figure [I]
(right). In particular, the latter figure shows that approx-
imately 400 iterations suffice to achieve a 0.1-approximate
decompositions on all datasets. It turns out, therefore, that
the results shown in Figure [1| are rather conservative.

5.3 Comparison

In this section, we evaluate the running time of our algo-
rithm as well as the error in the approximate decomposition,
while comparing it against the algorithms presented in [38].
We run 500 iterations of our Frank-Wolfe based algorithm
which in our experiments suffice to compute an exact decom-
position for all our networks except gsh-2015. We report its
total running time for all our networks. We then measure the
error € in the approximate decomposition (as defined in Def-
inition obtained after 500 iterations (without running
the maximum flow algorithm) and report both the error and
the running time. Table [2] shows the total running time of
our approximation algorithm, our exact algorithm as well
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Figure 1: (left) ||’ — r||; as a function of the number iterations, dashed lines represent the upper bound
provided in Corollary (middle) Upper bound and (right) actual error of the approximate decomposition

as a function of the number of iterations.

| Networks | FW | TO | ESS | MF |
LiveJournal 1m43s 14s 28s 10s
Wikipedia 1m36s 13s 13s 2s
Orkut 7Tm33s 47s 1m31s 2m47s
Twitter 1h44m34s | 15m29s | 1h1lm27s | 1h31m7s
Friendster | 2h20m35s | 16m47s | 1h7m36s | 1h54m39s

Table 3: Running time for each building block of our
main algorithm. Our Frank-Wolfe based algorithm
is run for 500 iterations.

as the exact and approximation algorithm developed in 38|,
denoted as TG15 (from the initials of the authors).

We can see that our exact algorithm is approximately four
times as fast as TG15 on LiveJournal, Wikipedia and Orkut,
while TG15 fails to run on the largest graphs. It turns out
that TG15 requires a large amount of memory due to large
number of variables which are required in the maximum flow
computation. As a result, when TG15 is executed on Twit-
ter or Friendster it runs out of memory after a few hours of
computation. In contrast, our algorithm is able to compute
an exact decomposition for these two networks within a few
hours. Observe that one of the advantages of our exact al-
gorithm lies on the fact that it computes a maximum flow
algorithm on much smaller subgraphs (on the subgraphs of
G \ Bi—1 induced by B; \ B;—1 computed in the previous
steps of our algorithm). Table [2| reports also the error in
the approximate decomposition computed by our algorithm
without running the maximum flow algorithm. We can see
that the error is very small, therefore, the computation of
the maximum flow can be avoided if one is content with a
good approximation of the exact decomposition. We also ran
our approximation algorithm on gsh-2015. On this graph,
with 2000 iterations, we obtain an approximate decomposi-
tion with a multiplicative error of 2.7-10~2 within four days
of computation.

Next, we evaluate how the different building blocks of our
algorithm contribute to the total running time. Our Frank-
Wolfe based algorithm is run for 500 iterations. Table
shows the running time of each of the steps in our algo-
rithm for computing the exact decomposition, namely: (i)
Frank-Wolfe based algorithm (FW for short) for which the
total running time for 500 iterations is reported, (ii) the al-
gorithm TRYDECOMPOSE (TD) for tentative decomposition

in Section 3.2} (iii) the algorithm EXTRACTSTABLESUBSETS
(ESS) that extracts the stable sets from the aforementioned
tentative decomposition, (iv) the algorithm which computes
a maximum flow (MF) in each of the stable sets. The latter
step is only used for computing the exact decomposition.
The results are shown in Table[3l It shows that the most
computationally expensive steps of our main algorithm are
the Frank-Wolfe based algorithm and the maximum flow
algorithm, while the time required to compute a tentative
decomposition is negligible. Therefore, in view of the results
shown in Table [2] the running time of the main algorithm
could be decreased by a couple of hours if one is content
with a good approximation of the exact decomposition.

5.4 Degree of Parallelism

We study the degree of parallelism of our Frank-Wolfe
based algorithm. We measure the speedulﬂ as we increase
the number of threads. Figure [2| (left) shows the running
time (green curve) and the speedup (red curve) of the Frank-
Wolfe based algorithm. We observe that a significant speedup
is obtained (we obtain a speedup of 6 using 8 threads and
a speedup of 17 using 32 threads) even tough it is not opti-
mal. This speed up is not optimal as the step to compute
the r values by summing the « values requires sharing locks
among threads.

For our exact algorithm, we also use parallelization for
the maximum-flow subroutine over the obtained indepen-
dent blocks. However, the speedup is not so good as comput-
ing the maximum flow on the largest obtained independent
block consumes almost all resources.

5.5 Densest subgraph

Here we show our experiments on finding only the densest
subgraph and not the full decomposition. In this version of
the algorithm, the first two steps (FW and TD) are the
same, while the two last steps (ESS and MF) differ. Indeed,
we can stop ESS as soon as the smallest stable set has been
found, at this point we know that the densest subgraph is
included in it. Therefore, we just need to run the maximum
flow algorithm on this first found stable set.

We were able to find the exact densest subgraph following
this straightforward modification using only 100 iterations

4The speedup with respect to k threads is defined as the
running time using one thread divided by the running time
using k threads.



| Networks | approx. | TG approx. | exact | TGI5 |
LiveJournal 2m35s (6.5e-3) 35s 2m45s 12m02s
Wikipedia 2mlls (2.2e-3) 36s 2ml4s Tm07s
Orkut 10m21s (1.8e-3) 7Tm02s 13mO08s 1h02m?23s
Twitter 3h09m21s (5.8¢-3) | 1h35m26s | 4h57m28s -
Friendster | 3h53m58s (1.3e-2) | 1h43mb54s | 5h48m27s -

Table 2: Overall running time comparison of our approximation algorithm (and approximation achieved), the
approximation algorithm of TG, our exact algorithm and the exact algorithm of TG. We used 500 iterations

for the gradient descent.
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Figure 2: (left) Time and speedup versus number of threads on Friendster for 500 iterations for the iterations
of the gradient descent. (middle) Upper bound and (right) actual multiplicative error on the densest subgraph

as a function of the number of iterations.

on all our datasets including the largest one gsh-2015. On
this largest network our algorithm took less than 10 hours
of computation.

Figure [2| (left) shows the upper bound on the multiplica-
tive error of the densest subgraph as a function of the num-
ber of iterations on all our graphs, while Figure |2| (right)
shows the exact multiplicative error. As we can see, a very
good approximation of the densest is obtained in a very small
number of iterations (say after 300 iterations we obtain a
0.001-approximation on all datasets). In addition, we can
see that on all datasets the approximation algorithm leads
to the exact densest subgraph within 2048 iterations. In
particular it took less than 16 iterations on LiveJournal and
less than 512 iterations on gsh-2015.

6. CONCLUSION AND FUTURE WORK

We devised an algorithm based on the Frank-Wolfe gra-
dient descent for computing the diminishingly-dense decom-
position of very large graphs along with a strong theoretical
analysis. Such a decomposition turns out to be equivalent
to the locally-dense decomposition proposed in [38]. We
showed that our algorithm is able to compute the exact de-
compositions for graphs of up 2 billion edges, as well as a
good approximation of the exact decomposition in graphs of
up to 25 billion edges. A densest subgraph can be computed
even faster in all our datasets.

Future work includes an extensive experimental evalua-
tion of our algorithms on hypergraphs for which all our
theoretical results still hold. It would also be interesting
to study from a theoretical point of view the asynchronous
version of the Frank-Wolfe algorithm, which turns out to be
more efficient in practice. Another interesting direction is
to adapt our algorithm into the architectures for processing

input data not fitting into main memory, such as Spark and
MapReduce.
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